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The power of modern AI
AlphaGo



4

The power of modern AI
ChatGPT
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The power of modern AI
AudioCraft
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The power of modern AI
MusicAI
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The power of modern AI
AI cover
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The power of modern AI
Flawless AI
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The power of modern AI
Midjourney

Jason Allen won first place in the digital art category at the Colorado State Fair art competition 


by exhibiting 'Space Opera Theater' created through Midjourney.
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The power of modern AI
Stable Diffusion

An image generated by Stable Diffusion 


based on the text prompt 


“a photograph of an astronaut riding a horse” 
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The power of modern AI
DALL-E + ChatGPT
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The power of modern AI
DALL-E + ChatGPT
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The power of modern AI
Runway Gen-2
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The power of modern AI
Animate Anyone
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The power of modern AI

And many mores! 
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Neural Networks
Perceptron
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The perceptron receives input values (x1, x2) from the previous layer and assigns specific weights (w1, w2). 


The perceptron also has a threshold (b) that determines its activation.
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Perceptron
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w: weight, b: bias



Neural Networks
Perceptron - Activation Function
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Perceptron uses step function as its activation function

1. Small changes in the weight/bias -> Big changes in the output
2. It outputs only 0 or 1 as the output.
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Perceptron - Activation Function
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Use sigmoid function! 

1. Small changes in the weight/bias -> Small changes in the output
2. It outputs a real number between 0 and 1 as the output.



Neural Networks
Perceptron - Nonlinear Activation Function
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A linear function represents a relationship between input and output as a straight line, 


whereas a nonlinear function does not.

Let's consider a 3-layer network using the linear function h(x) = cx (where c is a constant) as the activation function.


 If y(x) = h(h(h(x))), it becomes y(x) = c * c * c * x, which eventually can be expressed as y(x) = ax when a = c^3. 


In other words, when using a linear function as the activation function, 


we cannot take advantage of building the network into multiple layers. 


Hence, it's not possible to solve difficult problems that require modeling diverse and complex relationships.

The sigmoid function we looked at earlier is a nonlinear function.
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Feed Forward Neural Networks (Multi-layered Perceptron)

A feedforward neural network (FNN) is characterized by direction of the flow of information between its layers. 


Its flow is uni-directional, meaning that the information in the model flows in only one direction—forward—


from the input nodes, through the hidden nodes (if any) and to the output nodes, without any cycles or loops.
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Feed Forward Neural Networks (Multi-layered Perceptron)
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Feed Forward Neural Networks (Multi-layered Perceptron)
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Feed Forward Neural Networks (Multi-layered Perceptron)
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Training Neural Networks
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Feed Forward
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Feed Forward

State of input qubit
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Feed Forward

Initialize hidden state
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Feed Forward

Apply unitary matrix
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Feed Forward
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Feed Forward
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Feed Forward

Keep only the state of the hidden layer (trace out the input layer)
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Feed Forward



Quantum Neural Networks

46

Feed Forward
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Feed Forward
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Feed Forward

Keep only the state of the last layer (trace out the hidden layer)
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Cost Function

Fidelity measures the closeness of two quantum states. 



Quantum Neural Networks
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Cost Function

Output states

We want to maximize Fidelity!
Desired outputs
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Training Quantum Neural Networks

Update the unitary matrix
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Training Quantum Neural Networks

Update the unitary matrix
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Training Quantum Neural Networks
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1. Training deep quantum neural networks - https://youtu.be/_M2GQAknykg?si=SsUGTe2Zl5BZMqcu 


2. Training deep quantum neural networks - https://www.nature.com/articles/s41467-020-14454-2

https://youtu.be/_M2GQAknykg?si=SsUGTe2Zl5BZMqcu
https://www.nature.com/articles/s41467-020-14454-2

